Law of Large Numbers Application: Monte Carlo Integration
 
Estimating E(X)
The Law of Large Numbers states that the sample mean converges to the true expected value as the sample size tends toward infinity. Thus, one method of estimating the expectation E(X) of a random variable X is to first generate a large random sample of X’s from its distribution and then estimate E(X) by the sample mean. 

For a random variable X with an Exponential distribution with rate 4, the true expected value is 0.25. The following R command can be used to estimate E(X):

mean(rexp(10000, 4))
[Note: Use the help command to see how R defines the density function for the Exponential distribution.]

Try the above command several times and compare the estimates to the true expected value.

Estimating the expectation of a function of a random variable E{g(X)}
The expected value of a function g of a discrete random variable X with probability mass function p(x) is the sum of g(x)*p(x) over all possible values of x, provided this sum converges absolutely. Similarly, the expected value of a function g of a continuous random variable X with probability density function f(x) is the integral of g(x)*f(x) over all possible values of x, provided this integral exists. In either case, by the Law of Large Numbers, the expected value can be approximated by the sample mean of n independent simulated values of g(X). 

The following R command estimates the expected value of the function X2,  E(X2), where X is a geometric random variable with probability of success 0.3: 

mean(rgeom(10000, 0.3)^2)
Try the above command. Compare this value to the estimated value of E(X)2:

mean(rgeom(10000, 0.3))^2
What is the true value of E(X2) for this distribution?

[Note: Again, you may want to remind yourself how R defines the geometric pmf.]

Monte Carlo Integration

The basic Monte Carlo Integration method estimates an integral of a function g(x) on [0,1] by generating continuous uniform random variables X1, X2, …, Xn, and taking the average of the g(X1), g(X2), …, g(Xn) values. In other words, if we would like to estimate the integral
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first generate X1, X2, …, Xn from a continuous uniform distribution on [0,1]. Then, since E[g(X)]=A when X is Uniform(0, 1), use the estimate
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By the Law of Large Lumbers, this estimate converges to A as n goes to infinity.

The following R code estimates the integral
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x=runif(100000)

gx=exp(exp(x))

estimate=mean(gx)

estimate
Try running this code to find an estimate.

Extensions of the Monte Carlo Integration method can be made to estimate integrals over different intervals, or integrals of functions of more than one variable. In fact, the term "Monte Carlo" has come to mean any method that makes use of simulating random numbers.

Exercises

1. Use Monte Carlo integration to estimate the integral
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and compare this estimate to the true value of 
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Note: the R command for π is  pi.

2. Use Monte Carlo integration to estimate the integral
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Note: The limits of integration are now from –2 to 2. How does the Monte Carlo integration procedure change when the limits of integration are no longer from 0 to 1? 

3. A classic Monte Carlo problem is estimating the value of π by randomly generating points in a unit square. Consider the following picture:




Suppose each side of the square has unit length, and thus the area of the square is one. Then the area of the circle is π /4. If we generate random uniform variables in the unit square (i.e., x=runif(10000), y=runif(10000)), then the fraction of values that land in the circle ((x-1/2)^2+(y-1/2)^2<1/4) will be approximately equal to the area of the circle. Use this procedure in R to estimate the value of π. Run your program 1000 times to obtain 1000 estimates of π. Use the mean and var functions in R to discuss the precision and variability of your estimates.  
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